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Introduction


Landscapes evolve over many spatial and temporal scales, from the carving of rills into a newly plowed field over the course of a single rainstorm to the growth and decay of whole mountain ranges through geologic time.  At all these scales, understanding landscape evolution requires stepping outside of one's day-to-day reference frame to read the signs of topographic change and apply general geomorphological insights to specific landscapes.  Knowledge of the concepts, principles, and processes discussed in the previous thirteen chapters allows geomorphologists to decipher how a landscape formed, unravel the history it records, and discern the processes it reflects. Such knowledge can help explain the modern distributions of natural resources, link ecosystem conditions and characteristics to climatic, hydrologic, or geomorphologic drivers, diagnose the effects of human actions and land use, and inform mitigation of adverse environmental impacts.  


Living on Earth’s surface motivates us to understand how it changes. The history and evolution of a landscape frames its ability to host and sustain different human uses.  Today, we have another fundamental motivation for understanding landscape change; people are arguably the dominant geomorphic influence on the planet.  We move more earth — soil and rock — than any natural process as we mine minerals and reshape the land to build cities and mold the environment to suite our desires.  The pervasive influence of human actions on Earth surface processes has resulted in proposals to define a new era of geologic time, known as the Anthropocene or human era.  


Understanding landscape evolution in general requires understanding how the dominant controls on geomorphological processes interact and vary across Earth's dynamic surface.  This is complicated by the tremendous variety of landscapes that result from the interplay of climatic, biotic, tectonic, and geomorphic processes.  But it is also rewarding to investigate how the processes that shape individual landforms interact with broader-scale controls to produce regional topography.  Whether focused on local or global issues, developing an understanding of landscape-forming processes and landscape evolution is a central goal of both academic and applied geomorphology.  

Controls on Landscape Change 


Erosion and the geomorphological processes that influence the production, transport, and deposition of sediment play important roles in landscape evolution.  But the importance of broad contextual controls on landform development makes it instructive to consider separately the six factors governing landscape evolution: uplift/subsidence, topography/relief, lithology/structure, climate, vegetation, and time (Figure 14-1).  Although each of these factors is useful in and of itself for examining models and rates of landscape evolution, the nature and strength of interactions and feedbacks among them are important controls on landscape properties and evolution, shaping distinctive characteristics of particular landscapes.  By characterizing how the general processes governing erosion and sediment transport shape landscapes, these factors collectively define a systematic way to structure thinking about landscape evolution.  

Uplift/Subsidence

The rate and style of rock uplift is the most fundamental control on landscape evolution.  Rock uplift is driven by tectonics and by isostatic response to erosion.  Average surface uplift is due to rock uplift outpacing erosion, and therefore can only happen through tectonics.  Erosionally-driven isostatic rock uplift can raise and exhume rock, but results in mean surface lowering, although differential incision of portions of a landscape can elevate unincised areas because isostatic rebound generally occurs across broader length scales (Figure 12.X).  Both varieties of uplift (rock and surface) vary locally and regionally, reflecting fine-scale to broad-scale controls.  On local scales, vertical offset across individual faults can create scarps or mountain fronts where one can readily identify abrupt gradients in rock uplift.  Across broader regions, spatial patterns in the rates of active tectonic or isostatic uplift influence the character of rocky coasts versus sandy beaches.  At the broadest scale, the observation that the global distribution of mountains tracks active and ancient plate boundaries shows how, to first order, tectonic setting dominates the style and magnitude of landscape evolution.  

Collisional orogens lead to crustal thickening that imparts a long relaxation time to a mountain range because erasing it requires eroding through its root.  Thus, eroding a mountain range takes far longer than one would predict from simply dividing the average elevation of a mountain range by its average erosion rate.  Isostatic rock uplift can almost keep up with erosion, raising enough rock to offset 7/8ths of the elevation lost to erosion.  Consequently, topography is surprisingly resilient and long-lived.  Still, tectonic rock uplift is the fundamental driving force in setting topographic evolution.  It gives the other factors something to work with, providing grist for the erosional mill.  

Tectonic uplift is not limited to collisional settings along plate margins.  Crustal thinning in extensional settings can lead to thermal uplift as buoyancy contrasts raise warmer crust along rifted margins.  The resulting upwarping decays with distance from the rift margin.  Similarly, dynamic support elevates topography over rising mantle plumes.  In such settings, the lack of a thick crustal root means that topography has a shorter relaxation time and rapidly becomes subdued after tectonic extension ceases.  

The style and rate of subsidence determine the locations of dominantly depositional environments through both tectonic and isostatic processes.  Tectonic subsidence creates local depressions in extensional terrain, such as the Basin and Range province of western North America, or at releasing bends along strike-slip fault zones, such as the San Francisco Bay.  Long-term deposition controls the great alluvial forelands of the Indus and Ganges-Brahmaputra rivers, and on the east side of the Andes in the headwaters of the Amazon.  Piles of sediment >10-km-thick have accumulated in these broad lowlands due to the isostatic depression of the crust from the weight of all the sediment these great rivers drop upon leaving steep mountain fronts.  Only half the sediment shed off of the Himalaya and the Andes makes it to the sea.  The rest is trapped in these extensive depositional zones (Photo 14.1).  

Tectonic setting is a dominant influence on landscape evolution because the style and rate of rock uplift — compressional or extensional, fast or slow — determine not only whether a landscape is steep versus gentle, but the type and erodibility of the rock it is carved into.  The global distribution of erosional versus depositional landscapes generally reflects differences in the rates of rock uplift and their spatial variability.

Lithology/Structure


Material properties of different types of rocks and soils influence the development of topography through erosion resistance, the development of discontinuities and fractures, and geologic structure.  The native strength and erodibility of different soils and rock types vary tremendously; loose, saturated sand cannot hold much of a slope, whereas solid, unfractured granite is capable of supporting kilometers-high cliffs.  The degree of tectonic deformation and fracturing also greatly influences bedrock erodibility.  Highly sheared and deformed sedimentary rocks in tectonically active orogens provide little erosion resistance, whereas relatively undeformed crystalline rocks typical of deeply exhumed terrain may be extremely erosion resistant.  The degree to which bedrock is intact versus sheared or fractured greatly influences the potential for slope instability, as illustrated by the widespread occurrence of earthflow-prone hillslopes in the weak, pervasively sheared tectonic mélange of the Northern California Coast Ranges.


Lithology and fracture development influence the ability of rivers and streams to cut into bedrock.  Hard massive bedrock only allows river incision by abrasion, a slow process by which particles suspended in the flow gradually wearing away bedrock streambeds. Strongly jointed and fractured rock promotes river incision by plucking that entrains individual pieces of rock.  Riverbeds made up of micaceous silt and sandstones that expand and contract upon wetting and drying promote mechanical disintegration of rock into individual, readily entrainable mineral grains.  This makes river incision weathering dependent rather than governed by the erosive potential of the flow itself.  Hence, the dominant mechanism driving river incision into bedrock reflects the lithology of the rock.  


Geologic structures influence landform development through spatial patterns of erosion resistance governed by the distribution of hard and weak units.  Slopes in hard, erosion resistant units generally are steeper than those in weak units.  In addition, slopes in which the strata dip parallel to the slope are more prone to slope failure, and typically stand at lower angles than slopes in which rock layers dip back into the slope, promoting slope stability.  However, the relationship between geologic structure and topography also reflects the regional physiographic history.  In some cases, geologic structures formed at depth may exhibit little relationship to the overlying topography.  In other cases geologic structures may govern the development of topography either indirectly through the effect of differential bedrock erodibility (the Appalachian Mountains, Figure 12.X) , or directly as tectonic forcing outpaces erosional processes, such as in the rise of anticlinal ridges like the Yakima folds in central Washington, or Wheeler Ridge in Southern California.  


Drainage patterns that define the physiographic grain of the topography often reflect the underlying bedrock structures due to variable erosion resistance.  Whereas topographic contrasts in material properties and structure can show up in landscapes with low-gradient, sub-threshold hillslopes, the development of threshold slopes in tectonically active landscapes typically obscures such distinctions and precludes inferring structure from topography.  In contrast, one can readily map geologic structure based on the differential topographic expression of formations with variable erosion resistance in tectonically inactive landscapes like the Appalachians.  

Topography/Relief


Topography and relief provide the potential energy that fuels gravity-driven erosion.  Consequently, the state of topography itself — particularly its slope, morphology, and relief — influences its future evolution.  Low slopes mean little downslope transport by runoff or hillslope processes, whereas steep slopes tend to erode faster — up to a point.  The pace of erosional processes generally increases as slopes steepen, until the development of threshold slopes limits the feedback between slope or relief development because the slopes already stand as steep as they can get.  In such settings, the pace of tectonic forcing, the supply of mass to the orogen, sets the overall pace of erosion.  

Tectonics outpacing erosion for long enough builds high plateaus like Tibet and the Altiplano, which rise to a mean height that reflects a mechanical limit to how much topography the strength of Earth’s crust can support.  Additional crustal thickening simply results in lateral extrusion of crust from beneath the topographic pile.  Subdued topography, such as that of ancient continental landscapes (cratons), leads to a slow pace of landscape change.  In general, the development of topography itself provides the impetus for further topographic evolution and change. 

Climate


Climate affects landscape evolution both directly through the amount, intensity, and type of precipitation and indirectly through its effect on vegetation.  Chemical weathering processes tend to occur fastest in hot, wet regions like the humid tropics.  Consequently, the development of deep weathering profiles greatly influences landscape evolution in tropical environments.  In contrast, mechanical weathering tends to dominate in environments subject to seasonal freeze-thaw cycles.  Precipitation seasonality and intensity also matter.  For example, intense monsoon rainfall leads to tremendous erosion in steep upland environments of Asia and the volcanic islands of the western Pacific (such as Java, Borneo, and the Philippines).  On the other side of the Pacific Ocean, the north-south oriented Andes of South America are widest in the mid-latitude zone of aridity due, it has been argued, to the lower rate of erosion relative to locations to the north or south.  That the high plateaus of the Andes and Tibet are located in the global belt of deserts reflects what can happen when low erosion rates allow tectonically-driven crustal convergence to outpace erosion.  


While the amount of precipitation falling onto a landscape is a general indicator of the pace and extent of active geomorphological processes, the style of precipitation matters too.  For example, the glacial buzzsaw (glacial erosion) limits how far topography can rise above the snowline.  As a result, it is common for only isolated peaks to rise more than a few hundred meters above the equilibrium line altitude in glaciated landscapes.  Rock elevated by tectonics into a glacier’s path is efficiently ground off by glacial erosion.  Pervasive freeze-thaw shattering can similarly limit relief development in paraglacial landscapes.  Fiord placement is another example of the importance of global climate patterns on physiographic development. Globally, fjords develop on the windward sides of mountain ranges adjacent to oceans.  These glacial overdeepenings dominantly occur on the wet, windward coasts of Scandinavia, New Zealand, and western North America (Photo 14.2).  

Vegetation


Vegetation affects landscapes evolution. Consequently, changes in vegetation communities can trigger significant geomorphic responses.  In particular, changes in the binding effect of plant roots that contribute to the stability of loose surficial deposits can destabilize previously stable landforms — and entire landscapes.  Such changes can affect both valley bottom landforms and hillslopes.  For example, loss of root strength contributing to streambank cohesion can lead to change in river morphology from anastomosing or meandering to braided.  In upland environments, the frequency of landsliding generally increases following forest clearing, sometimes by ten fold or more (Photo 14-3).  On the tropical island of Madagascar, some people believe that portions of the landscape fell apart after forest clearing exposed thick, deeply weathered and highly-erodible soils and saprolite to intense tropical rainfall (Photo 14-4). 

Dramatic responses to vegetation change are not restricted to forested terrain.  Some suspect that overgrazing of grassland valley bottoms is primary cause of gully entrenchment in California and the American Southwest; however, arroyo walls show several cycles of arroyo cutting and filling in the past perhaps triggered by changing climate (Photo 14-5).  Disturbance of the organic-rich grassland soils of the American Midwest, where most of the biomass lay underground, triggered the catastrophic Dust Bowl of the early 20th century.  Although a severe drought triggered the Dust Bowl, extensive plowing of the plains ensured disaster by destroying the root systems that held the fine-grained loess soil in place (Photo 14-6).  Originally deposited by pro-glacial winds, once this silt was again exposed to the strong winds of the modern plains, it eroded away in dramatic clouds of blowing dust, its formerly grass covered surface having withstood many such droughts in the previous several millennia.  


Plants not only help hold soil in place, they help make it.  Mechanical disturbance by the growing roots of vegetation can accelerate conversion of rock to soil, especially in humid temperate environments with lush vegetation.  The ability of plant roots to mechanically break up rock gives vegetation a key role in the formation of soil in rapidly uplifting, and eroding, landscapes.  Indeed, biological weathering may be what allows soil formation to keep up with rapid rock uplift in tectonically active regions.  Because vegetation is a key factor affecting landscape processes, landscapes can be expected to exhibit significant response to changes in the type and age of vegetation.  

Time


Landscape evolution occurs over a wide range of time scales, and obviously occurs progressively over time as a landscape responds to internal or external forcing.  But the nature of what is a dependent or independent variable influencing landscape evolution changes with consideration of different time scales. Fixed boundary conditions over the short time scales can change over longer times.  Much like the distinction between weather and climate, geomorphic processes that appear stochastic (random) over human time scales may behave more predictably and seem steady over a long enough time window.  Over a sufficiently long (geologic) time frame, factors such as climate, structure, and lithology can be dependent variables that respond to changes in tectonic or physiographic forcing.  However, over shorter time scales, these factors behave as fixed influences (independent variables) to which geomorphological processes respond but only minimally influence.  Consider, for example, the slope of a mountain river.  In any given year, or for any given storm, a river’s slope is essentially fixed and serves to drive flow velocities and rates of sediment transport.  But considered over geologic time a river’s slope changes in response to the rise or decay of the mountain range that it drains.  For all of the factors of landscape evolution discussed above, what is a dependent or independent variable depends to some degree on time frame over which one considers its influence.  

Models of Landscape Evolution

To model something is to presume one understands it, if only to explore how well one actually does.  Models allow us to formalize, simulate, and predict system behavior.  Landscape evolution models may be conceptual, physical, or mathematical in nature and range in scope from the development of individual landforms, such as hillslope and river profiles, to fully three-dimensional simulations of land surface evolution in response to tectonic and climatic change.  Conceptual models allow us to generalize understanding of landscape evolution so that it may be applied in new contexts.  Physical models allow us to experiment with system behavior in a controlled fashion at scales where we can measure features or rates of particular interest, relevance, or importance.  Mathematical models formalize system behavior and interactions and allow direct exploration of the relationship between process and form.  These three different types of models provide complementary approaches for investigating landscape evolution.  

Conceptual Models

Geomorphology is strongly influenced by two profoundly different conceptual frameworks through which to view landscape evolution (Figure 14-2).  One view focuses on the development of dynamic equilibrium in which landscape characteristics vary around a central tendency, producing time-independent (steady-state) landforms.  The other view focuses on the transient response of landscapes to changes in either boundary conditions (tectonics, base-level, and climate) or internal system dynamics (such as a landslide or river avulsion) that produce time-dependent landforms.  Either framework (steady-state or transient) may be applied over different spatial scales, from the evolution of particular landforms to the development of whole landscapes.


At the end of the 19th century William Morris Davis formalized the idea that landscapes change systematically in response to changes in external forcing as a geographic cycle of landform development.  In Davis’ view, following an episode of uplift, landscapes undergo an evolutionary response through a cycle of landscape stages he divided into youth, maturity, old age.  Steep, rugged mountains represented youthful landscapes, gentle rolling hills a mature landscape, and broad plains an old landscape.  Davis also introduced the concept of a peneplain, an erosional surface with virtually no relief thought to represent the end state of landscape evolution.  Although most geomorphologists have abandoned Davis’ ideas in favor of addressing landscape evolution through the context of plate tectonics, his view of transient landscape response to uplift still has conceptual utility.  


Specific landscape characteristics vary under dynamic equilibrium as the processes of erosion and deposition generally proceed episodically and do not occur equally everywhere all at once.  A landscape whose surface is unchanging (a pointwise perfect steady state) only occurs in numerical models — the idea has no currency in the real world where surface processes proceed incrementally and episodically.  Landscapes in dynamic equilibrium are not static, but can change as individual landforms respond to disturbances.  But the general properties of a steady-state landscape as a whole remain relatively unchanged as the landscape returns to its prior state following disturbance.  


One of the attractions of viewing landscapes as in dynamic equilibrium is that the connection between process and form can be formalized through the development of analytically-derivable characteristic forms.  Landscapes evolve into a persistent assemblage of landforms if the factors controlling landscape evolution (tectonic and base-level forcing, rock type and structure, climate, and vegetation) remain relatively consistent over time and space, responding to the magnitude and frequency of landscape-shaping events.  In this way, the concept of a steady-state landscape in dynamic equilibrium provides a framework for understanding how broad variations in tectonic and climatic setting influence landscape characteristics.  

However, landscapes do change in response to changes in the conditions controlling landscape development.  A drop in base level sends a wave of incision progressing upstream.  Termination or a decline in tectonic uplift due to shifting plate motions results in the progressive decay of a mountain range.  Such transient effects alter landforms and disrupt the development of characteristic forms.  Moreover, if changes in the factors controlling landscape evolution occur faster than characteristic forms can develop, the topographic expression of such forms is limited.  While discriminating between the effects of variation in the expression of different factors controlling landscape evolution and the transient effects of changes in the history of such influences can be challenging, these two conceptual models (steady-state and transient landscapes) provide useful frameworks for understanding physiographic development in general.  

Landscape response following a disturbance can involve recovery to prior conditions or a transient shift to new characteristics.  In either case, there may be a time lag before the landscape begins to change and a relaxation time over which the response is manifest (Figure 14-3).  Landscapes vary in their sensitivity to and ability to recover from disturbances or changes in the magnitude and frequency of external changes.  In this sense, landscape sensitivity characterizes the propensity of a landscape to change in response to changes in external factors.  The converse concept of landscape stability expresses the resilience of a landscape to such changes.  The history of changes in the factors governing landscape evolution can dominate landscape characteristics over a range of timescales, whether as the result of the break up of continents or the temporary damming of a river by a landslide. 


The distinction between steady-state and transient landscapes depends to some degree on what one considers the relevant time scale.  Under steady tectonic forcing a landscape may develop and maintain steady-state characteristics for tens of millions of years.  During this time individual events may disturb system conditions, but the landscape overall recovers to its prior condition.  Considered over longer spans of geologic time, however, all landscapes are inherently transient due to changes in tectonic forcing.  

Physical Models 


Physical models of landforms and landscapes provide a way to explore the characteristics and dynamics of geomorphic systems under controlled conditions (Photo 2.XX).  The ability to manipulate scaled models allows researchers to isolate the influence of individual processes or system components, observe and measure processes that can be either infrequent or impossible to measure in the field, and explore the interaction of processes under differing circumstances.  Consider, for example, the problem of measuring bedload transport rates in a gravel-bed stream.  Not only can it be both difficult and dangerous to measure during high-flow transport events, but bedload transport does not always occur at a predictable (let alone convenient) time to measure it.  Consequently, flume experiments have proven an invaluable aid to studies of sediment transport, allowing researchers to isolate and examine streambed response to differences in sediment size, shape, and load.  


Physical models necessarily involve manipulating the size, or scale, of modeled features.  One would not, for example, use gravel and cobbles in a tabletop flume model of sediment transport by a mountain stream.  One would adjust the size of the sediment to the size of the simulated stream and use something more like coarse sand.  Issues of scale not only involve the dimensions of the modeled system and its components, but the physical properties as well.  The density and viscosity of materials can also require re-scaling in order to simulate landscape-forming processes in physical models.  The construction of physical models thus can present choices as to what dimensions to compromise, as for example in the case of flume experiments wherein it is impossible to simultaneously scale flow conditions for both the Froude and Reynolds numbers.  


Despite such limitations, flume experiments are among the most prevalent and useful physical models in geomorphological studies.  Studies of hillslope processes have employed piles of sand and slopes made of various types of beans in the pursuit of understanding how slopes evolve and slope instability initiates.  Researchers have even employed speakers blasting amplified music beneath sand piles to study the effects of vibration on the stability of materials dominated by frictional strength.  Although scale models can provide insights into system behavior, they need to be conceived and interpreted carefully to ensure their applicability and relevance to the problem or question they are intended to address.  

Mathematical Models 


Geomorphological applications of mathematical models range from those used to characterize the behavior of individual processes to those that integrate the behavior of multiple processes under a single expression.  The key challenge for mathematical models is to identify and formalize accurately the relevant processes.  While any model is only as good as the insight one builds into it, mathematical models allow rigorous exploration of how interactions between processes influence the resulting landforms.  Although there are many ways to portray geomorphological processes using mathematical models, two general approaches — transport laws and numerical models — warrant particular attention in the context of understanding landscape evolution. 

Transport Laws


Transport laws are generalized mathematical expressions that formalize relationships between geomorphological processes and key governing variables.  They are not laws in the sense that geomorphological processes obey them; rather, they are informally termed laws because they are thought to characterize the essential behavior of a particular system.  In concert with the assumption of steady state, transport laws can be used to solve analytically for the characteristic topographic forms expected to result from particular processes, such as soil creep or river incision driven at a rate proportional to stream power.  


At the most basic level, landscapes can be generalized into domains dominated by diffusive and advective processes.  Processes whose rates are dominated primarily by local slope alone are considered diffusive.  Those processes for which the position in the landscape also matters through the influence of drainage area on downstream flow accumulation are termed advective.  Diffusive processes tend to reduce relief and fill in local depressions.  Advective processes tend to incise valleys and create relief.  


Many geomorphologists refer to slope-dependent erosion as diffusive transport because the rate of transport depends on the topographic slope, analogous to the diffusion of heat driven by temperature gradients, with steeper slopes eroding faster than gentler ones.  Diffusive sediment transport may be expressed as 


E = D •Sn







(14-1)

where E is the erosion rate (or rate of sediment transport), D is a rate constant termed the diffusivity, S is the slope gradient, and the exponent n is taken to be 1 in linear diffusion (and generally is taken to be greater than 1 for non-linear diffusion).  Debris shed from a fault scarp accumulates at the base of the slope due to the lower gradient, and therefore declining ability to transport material at the base of the slope.  Consequently, sediment shed from the slope accumulates at its base (unless, of course, some other process removes it).  Over time, an initially linear fault scarp will round and become subdued in a manner well described by simple diffusion.  Over time and for the case of spatially uniform, steady-state uplift, this leads to the development of convex hillslope profiles, on which gradients progressively increase downslope (Figure 14-4).  


Processes for which the upslope drainage area influences rates of sediment transport or erosion are considered advective because the entrained material generally moves along with (and thus is advected by) flows that increase downstream.  Advective sediment transport may be expressed as 


E = K •Am•Sn







(14-2)

where E is the erosion rate (or rate of sediment transport), K is a rate constant, S is the slope gradient, and the exponents m and n vary depending upon the process under consideration, but often are taken to be 0.5 and 1, respectively, for fluvial processes.  The inclusion of the area term (A) on the right-hand side of equation 14-2 means that downstream areas will erode faster than upstream areas with the same slope.  For the case of spatially uniform, steady-state uplift, this will lead to progressive decline of slope downstream, until the trade-off between the greater area of downstream locations and the steeper slope of upstream locations equalizes erosion rates. This leads to the development of concave river profiles on which gradients progressively decrease downslope (Figure 14-4).

Numerical Models


Numerical models can be used to simulate the action and interaction of geomorphological processes to create individual landforms or to portray how interactions among competing processes sculpt entire landscapes.  Numerical models driven by specified transport laws can be used to explore transient aspects of landscape evolution.  One of the most robust findings of the many numerical landscape evolution models produced over the past several decades is that the essential ingredient for making "realistic" looking landscapes composed of rounded hills and an integrated valley network is simply the interaction of and competition between diffusive and advective processes.  Diffusive processes dominate at small drainage areas producing convex rounded hillslopes near drainage divides, whereas advective processes dominate at large drainage areas, producing concave valley systems.  Numerical models of landscape evolution can also explore the full range of potential variables on landform development.  For example, numerical models of landscape evolution driven by the competition between advective channel incision and diffusive hillslope erosion illustrate how the development of sharp ridge crests or broad slopes depends on the relative values of the hillslope diffusivity (D) and the combined influence of bedrock erodibility and climate (K) (Figure 14-5).  


The parameterization of numerical models of landscape evolution also presents challenges.  Consider, for example, how representative it is to use field-based process measurements to scale rates of sediment transport or river incision over landscape-forming timescales.  Despite such intrinsic challenges, numerical modeling can provide direct evidence of the linkages between process and form, and as such provide an ideal way to investigate geomorphic response to climate and tectonic forcing.  

Landscape Types


In the broadest sense, there are erosional and depositional landscapes.  Mountainous uplands are erosional.  Alluvial lowlands are depositional.  But erosion and deposition occur in all landscapes due to the interplay of uplift, erosion, sediment transport and deposition.  Although this interplay sculpts and sustains a wide range of landscapes, some generalities based on the plate tectonics revolution of 1960s set the foundation upon which modern geomorphology stands.  In the context of an ever-shifting mix of plate boundaries and continental margins in different climate zones through earth history, we can recognize several distinct landscape types: steady-state, transient, relict, and ancient.  These four basic landscape types define distinct settings in which the six factors of landscape evolution operate based on the history of tectonic and climate forcing.  

Steady-State Landscapes


Steady-state landscapes can develop when a region’s tectonic context is stable for long enough that geomorphological processes can develop characteristic forms throughout a landscape.  But one needs to associate a relevant time scale over which to evaluate attainment and maintenance of steady-state topography.  Landscapes in which long-term erosion rates balance long-term rock uplift rates (resulting in no net surface uplift or lowering) may experience dramatic episodes of greater than average activity (such as in response to extreme rainfall during a hurricane) or prolonged periods of inactivity (such as during severe droughts).  Places where studies have shown rates of rock uplift and erosion to be closely matched include the Oregon Coast Range, Taiwan, the south island of New Zealand (Photo 14-7).  


The size of mountain ranges formed by continental collisions and sedimentary wedges are a function of the rate and duration of tectonic convergence that act to build them up and the erosional processes that act to tear them down.  Sedimentary wedges grow until they reach a critical taper when the slope of the range front reaches the limiting angle that the crust can support — much like how sand piles up to a critical angle in front of an advancing bulldozer blade (Figure 14-6).  Orogenic wedges typically develop a critical taper to their cross-range profile that reflects large-scale mechanical controls and imposes coupled limits on the width and height of mountain ranges.  Faster tectonic convergence leads to a wider, taller mountain range.  Once a rising mountain range attains its critical, or limiting, profile, the balance between uplift and erosion is maintained as patterns in rainfall influence patterns in erosion and rock exhumation.  In such settings, greater rainfall on the windward side of a mountain range results in development of deeper exhumation and geologic structures quite distinct from those that develop on the leeward side of the range.  


Because of the long time it takes to erode away mountains (due to the thickness of their crustal root), steady state provides a reasonable short-term approximation for post-orogenic ranges after tectonic forcing ceases because the isostatic response to erosion ensures that most of the mass lost to erosion is replaced by rock uplift. For example, cosmogenic isotope studies have established that erosion rates over the past 10,000 or so years in the Appalachians are on the order of 20 m Ma-1, about the rate of rock uplift in the region.  Thus, even though the Appalachians are gradually wearing away because the tectonic activity that elevated them has abated, the range nonetheless is in something close to a steady state over geomorphic time scales (because of isostatic rock uplift) even though it clearly is not in steady state over geologic time.  Erosion and rock uplift rates are essentially within measurement error of each other.  

Transient Landscapes


Transient landscapes are those in the process of responding to a change in base level or uplift rate (or style) (Photo 14-8).  As landscapes respond to changes in boundary conditions, it can take time for such changes to propagate.  In a transient landscape, different areas are reacting to different forcing, some to the modern forcing and other areas to the original, older forcing.  Consider, for example, how the signal from a drop in base level moves through a landscape.  Initially, the oversteepened reaches of rivers and streams near the coast will erode more rapidly, sending a wave of incision sweeping inland as knickpoints advance up the river system.  Locations upstream of the knickpoints will not yet “know” about the downstream change in base level.  In transient landscapes, response times vary with location because it takes time to propagate change across the landscape.  


The propagation of rifted margins into continental interiors presents another example of transient landscape response.  The world’s great escarpments, such as those in southern Africa, represent places where landscapes are still transiently responding to ancient continental break ups; on this scale, the response can take tens of millions of years.  The Great African rift zone represents an early stage in continental rifting.  In contrast, the separation of the Arabian Peninsula from Africa across the Red Sea represents a more advanced stage of rifting and the birth of a potential new ocean basin.  
 

Knickpoints and Knickpoint Propagation


Knickpoints formed by differences in lithology, incision, or uplift propagate upstream through river networks and their rate of propagation determines the approximate time scale for river basins to respond to uplift or base level lowering events.  Knickpoints generated by base level fall migrate at rates are determined by the upstream drainage area and thus their velocity decreases as they propagate up through river networks (Photo 14.9).  Distance upstream tributaries will be different for knickpoints of the same age on different branches of the same river system because the knickpoint propagation rate varies with the square root of the drainage area.  In contrast, lithologically-controlled knickpoints that form where strong differences in rock strength can lead to vertical cliffs on which headcut advance is controlled through plungepool undermining and excavation weak rocks exposed in the base of the falls, such as at Niagara Falls (Photo 14.10).  In such cases the rate of headcut advance may be limited by the weathering rate of the headcut-forming material as function of new joints and fractures may set the pace for headcut advance.  Both lithology and incision driven knickpoints propagate upstream, but how knickpoints and escarpments advance upstream depends on whether headcut or knickpoint advance is controlled by stream power or weathering mediated toppling of material from the headcut.  

River Capture


Tectonic warping of a region can reverse the drainage course of a river system, or defeat and lead to the bifurcation of a river unable to maintain its course across a rising structure.  River captures occur when a stream or river impinges upon and redirects all or a portion of a neighboring drainage network.  This can happen when a river with a steeper gradient (or higher discharge) erodes faster than a neighboring channel, fault uplift blocks or diverts a river, or when a landslide or glacier dams a river, impounding a lake that fills then spills across a former drainage divide and routes flow off in a new direction.  The location of river captures can be marked by a sharp change in flow direction indicated by barbed drainage in which tributaries flow in the opposite direction from the mainstem channel, with tributary junction angles greater than 90°.  River captures behead the captured stream, re-routing the discharge from its former headwaters to a new channel and leaving a wind gap as the new drainage divide between the former and re-routed channel paths.  River capture by local damming becomes progressively more difficult as the relief of a valley system increases because commensurately higher impoundments are required to overtop the valley walls.  Headward erosion by a steeper channel, or one incising in response to a falling base level can extend a valley upstream beyond its original drainage divide to capture a portion of a neighboring channel.  

Entrenchment


Channel entrenchment refers to substantial incision and widening, such as can occur in gully development in response to changes in valley bottom vegetation, increased flood flows downstream of urbanized areas, legacy sediment aggradation, or in response to base level lowering or to stream channelization (straightening) that propagates a wave of incision upstream.  Channel entrenchment typically involves initial downcutting, followed by channel widening.  Continued lateral migration and bank erosion can eventually carve out enough space for a new floodplain to begin forming, entrenched down below the level of the original abandoned floodplain, which thereby becomes a terrace.   

Relict and Ancient Landscapes


Relict landscapes are those in which topography formed under former climates is preserved under modern conditions (Photo 14-11).  The glaciated upland of the Sierra Nevada, for example, formed under conditions no longer active in shaping the landscape.  Sub-glacial meltwater channels carving down into a broad glacial outwash plain shaped the topography of the lowland around Puget Sound.  The landforms within and immediately around Seattle make little sense if interpreted through the lens of contemporary processes.  Many formerly glaciated mountain ranges around the world are relict landscapes, clearly out of equilibrium with modern climate but not really undergoing a process of transient change.  Instead they are out of phase with the Holocene climate.  Cycling back and forth between glaciated and unglaciated conditions can lead to a landscape in perpetual disequilibrium if the topographic response takes longer than the periodicity of climate forcing.  


Relict landscapes may also reflect the lasting imprint of catastrophic processes no longer in operation.  The megaflood-sculpted landscapes of eastern Washington and northern Asia are relict landscapes, shaped by discharges impossible to imagine from observations of modern processes.  The dry waterfalls and deep potholes along the arid valleys of the Channeled Scabland cannot be reconciled with contemporary processes (Photo 14-12) The great outwash channels on Mars, where there is clearly no active surface water today, similarly show convincingly that flowing fluids left a persistent mark on the surficial morphology under radically different conditions some time in the past (Photo 14-13).  

Ancient Landscapes


Ancient landscapes are those that have proven stable through extended periods of geologic time, and thus may integrate a series of climates and conditions (Photo 14-14).  They generally occur on stable continental surfaces (cratons), such as portions of Africa, South America, and Australia.  Not surprisingly, ancient landscapes tend to be gentle, low relief areas that erode slowly — were they to do otherwise they would not have been preserved for so long.  In the humid tropics, in particular, deep weathering profiles can develop, some to the extent that economically important laterite deposits develop.  These ancient soils are so thoroughly weathered and leached as to consist of ore-grade concentrations of iron and aluminum.  In regions where deep weathering creates an irregular bedrock surface, subsequent erosion of the weathered mantle can create rocky irregular surfaces known as etchplains (Figure 14-7).  

Rates of Landscape Evolution


The pace of gemorphological processes varies greatly, both across space and through time, from m s-1 in the case of rapid processes like flash floods and debris flows to m Ma-1 (meters per million years) in the case of tectonic processes that play out over geologic time.  In general, however, the pace of tectonics governs rates of geomorphological processes in active margins, whereas climate (precipitation by rain or glaciers) and isostatic feedbacks to denudation sets the pace of erosion in tectonically passive regions such as ancient cratons.  Because of the wide range in rates of uplift and erosion, measured rates are reported in a variety of units — mm yr-1, mm ka-1, or m Ma-1 (1 mm yr-1 = 1000 mm ka-1 and 1 mm ka-1 = 1 m Ma-1).  Rates of erosion and sediment transport are also often reported in terms of kg m-2 yr-1 (or tonnes ha-1 yr-1), which may be converted to an equivalent lowering rate (m yr-1) through dividing by the density of the transported material (kg m-3).  Different methods of determining uplift and erosion produce rates that integrate over different time frames.  Consequently, the relative importance of frequent versus rare events is important to consider when comparing rates determined by different methods.  

Uplift Rates 


Rates of uplift can be measured in terms of the upward movement of either the land surface or the underlying column of rock relative to sea level (or any other datum).  For the case of no erosion, the two measures of uplift are equivalent.  But as this is hardly ever the case, it is worth noting that most conventional measures of uplift except for surveying (see below) measure rock uplift rather than surface uplift.  Thus, for the general case where erosion does indeed occur, uplift rates determined by these measures will not characterize, but rather overestimate, surface uplift rates.  Rock uplift driven by isostasy will proceed at a substantial fraction of the erosion rate, reflecting the contrast between crustal and mantle density.  Tectonically driven rock uplift rates are typically a small fraction of a mm yr-1 in tectonically quiescent regions and can reach 10 mm yr-1 or more in the most rapidly uplifting environments.  Surface uplift occurs when rates of rock uplift outpace erosion rates and generally increases landscape relief (and slopes) until either erosion rates match the rock uplift rate or the development of threshold slopes precludes further increasing relief.  


Marine terraces along the coastline of many active tectonic margins record rock uplift.  As erosional features etched onto a shoreline, marine terraces rise along with the rocks they are carved into in response to either tectonic or isostatic uplift.  Consequently, they record both net surface uplift (as long as they don’t erode) and also act as markers that record rock uplift with a sea-level datum.  Strath terraces preserved along river systems likewise record rock uplift and surface uplift as long as river gradient does not change and the terraces do not erode.  In conjunction with their modern height above a datum (such as sea level or river level), uplift or downcutting rates from such features can be determined by establishing their age through either exposure dating or radiocarbon dating of associated deposits.  Rates of uplift recorded by marine and strath terraces reflect the combined influences of tectonic and isostatic uplift.  


Rates of surface uplift can be measured using surveying techniques such as precise leveling repeated over a number of years, or over the course of several decades.  In addition, high-resolution satellite altimetry and global positioning systems (GPS) can directly measure rates of surface uplift.  Coastal tide gauge records, that in some regions extend back as much as a century, can also provide high-resolution records of land surface uplift, as long as one factors in the continuing pace of post-glacial sea level rise of about 1 mm yr-1.  In some circumstance, historical or archaeological evidence can inform estimates of surface uplift or subsidence, such as where ancient irrigation canals are offset or the displacement of buildings or docks constructed at known or inferable elevations relative to sea level.  

Erosion Rates 


Long-term erosion rates vary by at least six orders of magnitude around the world, from <10-4 mm/yr-1 in boulders on the flat, extremely arid Atacama Desert of South America to >10 mm/yr-1 in the gorge of Tibet’s Tsangpo River, the most rapidly eroding place on Earth (Figure 14-8).  Transient, short-term erosion rates can be even higher as landscapes adjust to changes in boundary conditions or internal disturbances.  While erosion rates match rates of rock uplift in steady-state landscapes, there is a broad pattern to the range of typical erosion rates, with ancient cratonal landscapes eroding at rates measured in meters per million years, soil-mantled terrain eroding at rates of tens of meters per million years, and mountainous environments and alpine terrain eroding at rates of hundreds to thousands of meters per million years.  


There is a wide range of methods for determining erosion rates in terms of surface lowering and mass loss.  Each method carries with it assumptions that directly affect the accuracy and meaning of the calculated rates.  Direct measurements of soil lowering rates on the short term include determining the erosion depth of exposed tree roots (as constrained by the age of the tree) or exposure of previously buried erosion pins.  Incision into surfaces of a known age, such as volcanic edifices, can also be used to estimate rates of mass loss integrated over longer periods of time.  
A common indirect measure of erosion rates relies on equating the volume of sediment removed from a watershed with that deposited over a known time interval.  For example, rates of reservoir infilling can provide information on recent time scales, whereas the volume of alluvial fans can be used to estimate erosion rates for upstream areas over longer time scales.  The total volume of marine sediments in offshore basins can be used to estimate long-term erosion rates over millions of years. Perhaps the most common indirect method is the integration of suspended sediment concentrations measured in river runoff at gauging stations along rivers.  This method relies on the assumption that erosion and sediment yield are equivalent.  However, study after study has shown that at least over the short term, decades to centuries, sediment is often eroded from hillslopes, deposited on footslopes, and isolated from the river network.  Thus, hillslope erosion rates can be very high while sediment yields are far lower.  Indeed, much of the sediment eroded in the uplands deforested by colonial and post-colonial settlement of the United State, has never made it to any channels.  
The ratio of eroded material to sediment yielded by the drainage basin is termed the sediment delivery ratio and is usually less than 1; often as little as 0.1.  The ratio is time and area dependent.  It rises with integration time.  In large drainage basins this ratio may be significantly less than one as sediment is deposited in broad floodplains that subside under the weight of additional sediment.  In small drainage basins lacking significant long-term sediment storage the long-term sediment delivery ratio is generally close to one although on the short term, large amounts of sediment may leave slopes and fail to enter channels lowering the sediment delivery ratio.
Indirect measures of erosion rates also include those that rely on determining the concentration of cosmogenically-produced isotopes such as 10Be on exposed land surfaces or in river sediments.  Knowing an isotope production rate, the measured concentration can be used to estimate erosion rates (Figure 2.X).  Longer-term measurements of exhumation determined from fission track dating or thermochronometry record erosion rates that reflect relative changes in the relationship of a rock to the ground surface.  If one knows both the closure temperature at which fission tracks anneal or a mineral cools as well as the geothermal gradient (typically 20-30°C km-1) then by radiometric dating of a mineral to determine how long ago it cooled at a known depth, one can thereby determine a long-term erosion rate (Figure 2.X).  Determining thermochronometrically constrained erosion rates, is complicated by the effect of the development of high-relief topography warping isotherms and the potential for advection of isotherms toward the surface in areas of rapid erosion. 

Comparable global ranges in rates of erosion by glaciers, rivers, and landslides indicate that tectonic uplift ultimately determines long-term erosion rates, although climate, topography, vegetation can influence erosion rates and patterns and transient landscape response can result in spatially and temporally restricted extreme rates. 

Relative Rates of Chemical and Mechanical Erosion


Rates of landscape-scale erosion determined by analysis of river systems can be separated into chemical and mechanical components determined by magnitudes of the solute (dissolved) and solid (sediment) load.  Most estimates of the solid load of a river only include the suspended load, as bed load transport rates are both difficult and often dangerous to make, whereas suspended load can be much more readily and accurately estimated from samples obtained from the water column.  Estimates of sediment load obtained from measuring only the suspended load underestimate the total load of a river.  This is not much of an issue for estimating the total load of large river such as the Amazon, for which bed load has been estimated to account for about 1 percent of the total sediment load.  Although it is widely assumed that the fraction of the total load carried as bed load is typically around 10 percent of the total load, the proportion of bed load can be much higher (and in some cases perhaps as high as 30%) in mountain rivers draining rapidly eroding terrain.  The dissolved component of basin sediment yields ranges from just a few percent in rivers draining rapidly eroding mountains (such as the Himalaya) to almost 90% of the total load of rivers draining slowly eroding cratonal environments (such as the St. Lawrence River in eastern Canada or the Dnieper River in Ukraine) (Figure 14-9).  In some regions, non-denudational components of the solute load of rivers can account for up to 40% percent of a river’s dissolved load, particularly bicarbonate (HCO3-), which is a primary product of weathering reactions that incorporates atmospheric CO2, and sodium (Na+) and chloride (Cl-), which are major components of seawater introduced to ground and surface water system through precipitation.  Generally, however, rates of mechanical and chemical denudation are positively correlated, with both tending to be higher in mountainous regions because high rates of mechanical weathering produce greater surface area for chemical weathering to attack.  On a global scale, however, the solid load of rivers is about six times greater than the solute load.  


Factors Controlling Erosion Rates


Landscape denudation rates are influenced by both the erosivity of the processes acting to entrain and transport material and the erodibility of the land surface.  Erosivity is influenced by the amount and style of precipitation and runoff and the energy available to geomorphological processes, as controlled by landscape relief and local slopes.  The erodibility of the landscape is influenced by the nature and characteristics of both vegetation and bedrock, and the presence, type, thickness, or absence of soil or surficial deposits.  The greatest erosion rates occur where both erosivity and erodibility are high.  Conversely, the lowest erosion rates occur where erosivity and erodibility are low.  Although the various potential combinations of these two general factors means that there is no simple master relationship for what controls landscape-scale erosion rates, there are some generalities.  Erosion rates tend to scale with rates of tectonic forcing.  Rapidly uplifting areas tend to erode quickly, whereas tectonically quiescent areas tend to erode more slowly.  Likewise, steeper slopes and higher-relief terrain tend to support higher erosion rates.  The influence of climate and vegetation are less clear, although some data suggest that erosion rates are generally low in arid regions and increase in semi-arid landscapes due to the greater erosivity of runoff and high erodibility of sparsely vegetated land surface.  At higher values of precipitation, however, some studies have found that erosion rates decrease due to the protective influence of lush vegetation, whereas other studies have found that erosion rates rise with increasing annual precipitation.  Precipitation variability (and seasonality) has been found to correlate with mechanical denudation rates, and chemical denudation tracks mean annual precipitation, with solute loads increasing with greater precipitation.  

Spatial and Temporal Variability


Large, rare events generally do more work per event than do common events.  But relatively common events occur frequently and their integrated effects can rival those of infrequent events.  Consequently, it is the intermediate size and frequency events that do the most geomorphological work.  As short historical records of sediment transport and erosion rates may not include the effects of large events, long-term erosion rates may exceed those determined from direct measurements.  Moreover, in formerly glaciated regions, erosion rates determined by modern process studies may exhibit little relationship to long-term rates determined by cosmogenic or thermochronometric approaches.  Understanding the connection between erosion and transport rates and the time scale over which they are representative is an important consideration for geomorphological applications.  


In many regions, human actions have changed landscape resilience to disturbance.  Clearcutting steep slopes, for example, generally increases landsliding rates.  In such regions, establishing the background rate of erosion can provide a metric against which to measure the effect of human activity.  Modern process rates can also reflect the influence of past climates, particularly in formerly glaciated terrain where reworking of sediment deposited originally by now-vanished glaciers can dominate modern sediment yields.  Such landscape legacies are particularly important to consider when assessing controls on modern process rates in regions affected by paleoenvironmental change. 


Erosion rates tend to be greater in small mountains catchments and decline with increasing drainage area (Figure 14-10) which makes sense because large catchment tend to have lower slopes on average.  The highest sediment yields are reported from volcanically disturbed river systems where fresh deposits of loose fine-grained material blankets steep devegetated slopes.  The range of glacial and fluvial erosion rates are comparable in tectonically active regions, indicating that both can keep up with tectonics, the ultimate pace-setter of landscape-scale erosion.  Sediment yields for large, low-gradient continental rivers decline with drainage area, reflecting in part the influence of sediment storage in floodplains.


Erosion rates measured over different time scales may differ substantially or be comparable (Figure 14-11).  In glaciated landscapes sediment delivered by glacial erosion over short time scales may exceed long-term erosion rates due to rapid delivery of sediment during periods of glacial recession.  Conversely, in some landscapes long-term erosion rates based on cosmogenic or thermochronometry may exceed short-term sediment yields due to the short-term record not recording the effects of large, infrequent storm events.   In other landscapes, erosion rates may be similar across a wide range of time scales.  Within a landscape, erosion rates exhibit higher variability at smaller drainage areas, and the variability collapses about a central tendency in larger basins (Figure 14-12).  

Applications 


In assessing the environmental challenges facing humanity over the next several centuries, is hard to overstate the importance of understanding human impacts on the processes shaping landscapes.  Our mineral resources dominantly come from ancient landscapes and understanding how such environments formed can help guide exploration.  The world’s great agricultural breadbaskets are those parts of the planet where thick loess soils were deposited by Pleistocene winds reworking material that glaciers scraped off of the land surface at northern latitudes.  More recent changes in landscape-forming processes are particularly relevant because runoff and the sediment it entrains travel downslope so the effects of land uses in upland landscapes affect societies and ecosystems downstream.  For example, channel widening and entrenchment in response to increased storm runoff following urbanization can rapidly and radically alter a channel network.  The resulting channel incision or bank erosion can have adverse consequences to both downstream residents and aquatic ecosystems.  Another example, one that could have serious consequences for our ability to feed future generations, is how modern farming practices have increased erosion rates in the relatively gentle topography of the American Midwest to the point where they vastly outpace rates of soil production and now rival erosion rates characteristic of the Himalaya.  


Applications of landscape evolution also extend to planetary science.  Studies of terrestrial landscape evolution provide a starting point for understanding the evolution of other planetary surfaces.  But one need only look to the cratered surfaces of the Moon and Mars to appreciate how dramatically the processes shaping Earth’s surface differ from those of planets lacking active tectonic recycling of crustal materials and erosion by surface runoff water.  

Summary


The geomorphological processes that shape landscapes and drive landscape evolution reflect the interaction of tectonic and climatic processes, biological communities, and the history of their interactions.  Unlike any particular landscape evolution model, Earth’s landscapes are the result of a continuous long running experiment in which there is no known initial condition and for which the changes in the boundary conditions are at best only partially known.  An integrated geomorphological view of Earth surface dynamics involves understanding the interlinked influences of vegetation, soil production, erosion, sediment transport, and deposition as influenced by tectonic and climatic forcing.  


Without the uplift of rocks to offset erosion, rivers would rapidly wear down mountain ranges.  Where there is little erosion and tectonic uplift is rapid, crustal accumulation can build continental surfaces up to the full height Earth's crust can support.  The height of the world's high arid plateaus (Tibet and the Altiplano) are similar because they are limited by lateral spreading of the crust beneath the weight of their topographic load.  Crustal rocks can be stacked no more than about five kilometers, on average, above sea level before their roots weaken enough (due to geothermal heating) that the overlying terrain begins to spread laterally.  The mean elevation can rise no higher once this self-limiting feedback engages.  
Erosion is the fodder of civilization  At the downstream end of the world’s great rivers, the alluvial lowlands of Mesopotamia, Egypt, and China reflect long-term sediment deposition that built fertile, well-watered floodplains where agricultural civilizations developed and prospered for millennia by farming fields fertilized by sediment eroded off of distant uplands.  The wide range of distinct landscapes around the world reflect different tectonic and climatic settings, as well as their particular geologic, physiographic, and environmental histories that shaped landscape evolution in different regions.  


As long as there is slope and the potential energy gradient it represents, erosional processes will continue to shape the land because topography itself provides the erosional energy.  Whether one studies landscape evolution for the intellectual challenge and satisfaction, because of the intrinsic beauty and wonderful natural symmetry of landscapes, or for purely practical reasons relating to the conservation and management of our planet’s changing surface, geomorphologists find inspiration in the wide range of landscapes that result from the interaction of the factors governing landscape evolution.  Sometime each year, we find ourselves in some part of the world appreciating the astounding beauty of the landscape around us and feeling privileged to be able to make a living studying Earth’s dynamic surface.  Whether geomorphology is a sideline interest or the intended focus of your career, we invite you to join us in appreciating the tremendous variety of landscapes that grace our planet’s surface.  Fortunately, there are enough interesting problems to keep us all busy for quite some time.  
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Figures

Figure 1.
Factors and processes driving and controlling landscape evolution.  

Figure 2.
Conceptual models of landscape evolution.  

Figure 3.
Generalized landscape response to disturbance. 
Figure 4.
Characteristic forms for convex hillslopes and concave river profiles.

Figure 5.
The ratio of the values of hillslope diffusivity (D) and river incision (K) greatly influence the character of landscape dissection.
Figure 6.
Illustration of the formation of a critical wedge. 
Figure 7.
Etchplain formation from erosion of deeply weathered regolith to exposure an irregular bedrock surface.

Figure 8.
Global rates of landscape erosion in response to both natural and human forcing.
Figure 9.
Dissolved versus mechanical sediment load in the world’s largest rivers 
Figure 10.
Erosion rates inferred from sediment yields for drainage basins of widely different sizes and dominated by different processes (glacial versus fluvial).
Figure 11.
Apparent erosion rates may differ when integrated over different time scales
Figure 12. 
Erosion rates over different spatial scales.  In the Great Smoky Mountains, erosion rates of small basins are more variable than those for larger basins reflecting differing slopes and geomorphic histories. (B) Global data compilation.
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Photo 14.1
The narrow but steep Andes Mountains supply large amounts of sediment to the Amazon River Basin.  Much of that sediment never makes it to the ocean. Image by NASA created from radar elevation data. http://visibleearth.nasa.gov/view_rec.php?id=16495
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Photo 14.2
Fiord near Upernavik, central western Greenland, with steep walls tumbling away from low-relief highlands. Cosmogenic dating indicates that ice last occupied the fiord about 10,000 years ago.  Photo by P. Bierman. GEOMORPH0000003287.
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Photo 14.3.
Debris flows Gullies in the southern alps, South Island, New Zealand. These slopes were deforested within the last several centuries. Photo by USGS. GEOMORPH0000005648
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Photo 14.4 
Lavakas, or deep amphitheatre gullies, are common in some areas of Madagascar. The large lavaka is 155 m wide, with a maximum depth of 38 m. Although some lavakas formed or were reactivated after forest clearance, many predate deforestation.  Much of the sediment shed from lavakas is stored in adjacent fans (such as the one shown here) and has yet to make it to river and stream channels. GEOMORPH0000000340.
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Photo 14-5. An arroyo cut through fine-grain sediment in El Paso County, Colorado, USA. GEOMORPH0000006298.  Photo by D. Collins.
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Photo 14-6. In the 1930s, massive dust storms devastated the North American Great Plains after the sod had been broken by settlers followed by long lasting drought.  “Fleeing a dust storm" by Arthur Rothstein a photographer for the Farm Security Administration shows farmer Arthur Coble and sons walking in the face of a dust storm, Cimmaron County, Oklahoma., April, 1936.  Photo from Library of Congress.
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Photo 14-7.  Straight mountain slopes at Lindis Pass in the southern Alps, South Island, New Zealand an area where rock uplift  and erosion rates are thought to be closely matched. 
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Photo 14-8.  A transient landscape photos, the Waipaoa Basin, North Island New Zealand showing steep slopes and earthflows result from incision triggered by uplift and base-level fall. Low relief uplands are “unaware” of the incision below. Massive aggradation of the channel from deforestation-triggered erosion upstream.  Photo by P. Bierman. GEOMORPH0000006299.
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Photo 14.9
 Skogafoss, a large waterfall fed by glacial meltwater on the southern coast of Iceland, acts as a migrating knick point through homogeneous basalt in response to post-glacial rebound of the land surface. GEOMORPH0000000284. Photo by L. Corbett.
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Photo 14.10
The position of Niagara Falls at the New York and Ontario border is controlled by rock strength. Photo by D. Thompson, GEOMORPH0000001785.
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Photo 14-11.
The Wasatch Mountains in Utah contain numerous cirques that eroded toward one another to form glacial horns and arêtes during past glaciations.  Today, these are relict features as glaciation is no longer active. Photo by D. Thompson. GEOMORPH0000002101.
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Photo 14-12. 
Dry falls, the result of the great Missoula floods pouring across the channeled scablands of eastern Washington is today, dry!  This is a relict landscape shaped by floods in the Pleistocene that no longer occur. Photo by Kewanee. GEOMORPH0000006300
[image: image13.png]



Photo 4.13.
Exceptionally deep (8 km!) channels on Mars are relict landscapes. This image of Candor Chasma, a valley in the northern part of Valles Marineris, was taken from orbit above the region on 6 July 2006 with a ground resolution of approximately 20 m/pixel. Candor Chasma lies at approximately 6° south and 290° east.  It is thought to have been but by a megaflood. Photo by the European Space Agency. 
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Photo 4.14
Mesa formed by resistant silcrete during different climate is now eroding Hamersley Ranges, Western Australia. Near Kangaroo Creek. Photo by J. Stone. GEOMORPH0000005815
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